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In this research, we introduce a Decision Support System (DSS) that 
incorporates two multi-criteria decision-making (MCDM) techniques: the 
Alternatives Ranking with Elected Nominee (ARWEN) and the Win-Loss-
Draw (WLD) methods. This system benefits from both methods’ advantages 
to address the challenge of selecting optimal routes for autonomous urban 
deliveries. The primary objective of this study is to establish a comprehensive 
framework to assist decision-makers in selection of the optimized strategy. 
This paper presents not only the implementation codes but also validates the 
results and conducts a sensitivity analysis. Furthermore, the DSS is applied to 
a numerical example to demonstrate its practical utility in real-world 
scenarios.  
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1. Introduction 

This paper focuses on proposing a new Decision Support System (DSS) for solving the problem of 
optimized route selection within the ULTIMO project. It first introduces the projects, then explores 
the theories and concepts upon which the proposed DSS is built, and finally delves into the 
architecture of the DSS, its applications, and the analysis of the obtained results. The introduction 
section itself is divided into eight sections to cover the aforementioned concepts, including the 
ULTIMO project, the concept of smart urban mobility, DSSs and their applications, multi-criteria 
decision-making (MCDM) problems and methods, machine learning, and the paper’s motivation, 
contribution, and structure.   

 
1.1. The ULTIMO project 

The transport sector is currently at a pivotal point in introducing automated vehicles (AVs). 
Despite various projects testing AVs in public transport, the widespread implementation of profitable 
automated shared fleets is still pending. The ULTIMO project aims to integrate AVs into urban areas, 
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offering sustainable, accessible, and inclusive on-demand and door-to-door services. Drawing from 
previous projects, ULTIMO focuses on overcoming economic and other barriers to the large-scale 
adoption of AVs. 

ULTIMO plans to deploy AVs at three European sites, each with over 15 multi-vendor vehicles, 
operating fully automated and without safety drivers, enhanced by user-centric passenger services. 
The project's innovative transportation models are expected to have a lasting impact on automated 
transport in Europe and globally. The consortium's composition promotes interoperability among 
stakeholders, ensuring new technology adoption is cost-effective and safe. The project also 
integrates learnings from earlier AV demonstrations to maximize technical and societal benefits, both 
during and after its completion. 

 
1.2. Smart urban mobility 

The fundamental idea of road vehicle automation is defined within the concept of smart urban 
mobility. The concept of smart urban mobility, as initially framed in the context of the smart cities, is 
defined by the fusion of sustainable, advanced vehicular technologies and cooperative intelligent 
transport systems, facilitated through cloud servers and networks that utilize big data [1]. The 
concept of automated driving emerged simultaneously with the advent of the earliest automobiles.  

From the moment the first cars traversed the streets, there has been a persistent dream to create 
vehicles capable of transporting us to our desired destinations autonomously, without the need for 
human control. This vision, as old as the automobile itself, reflects a long-standing aspiration for a 
future where the complexities and efforts of driving are replaced by intelligent, self-guiding machines 
[2]. Automated Driving Systems (ADSs) are currently in development, holding the promise of 
enhancing road safety by preventing accidents, lowering emissions, providing transportation for 
those with mobility impairments, and alleviating stress related to driving [3]. As described by 
Shladover [4], ADSs involve substituting human driving tasks, either partially or entirely, with 
electronic and mechanical systems. In recent years, AVs have seen remarkable advancements, thanks 
to significant efforts from both the research community and industry. This rapid development has 
garnered considerable interest among researchers [5,6], e.g., the following studies that covered the 
various aspects of AVs [7-15]. 

 
1.3. The decision-support systems 

In smart urban mobility domain, specifically for applications like autonomous vehicle route 
optimization, the use of a DSS is an integral part, since it could efficiently handle complex decision-
making by processing vast data sets, including traffic conditions, road quality, and safety ratings, to 
make well-informed decisions. A DSS's capability for real-time data analysis is highly important for 
adapting to dynamic urban environments, ensuring route optimization, selection of the most 
appropriate strategies, taking optimized actions, and operational efficiency. It adeptly balances 
multiple objectives, like reducing travel time while enhancing safety and minimizing emissions, 
aligning with broader smart city goals. Safety enhancement is a key benefit, as the DSS considers 
various risk factors to identify the safest routes. Its adaptability and learning abilities allow for 
continual improvement in decision-making. Furthermore, a DSS enhances efficiency in resource 
management and is scalable to meet the evolving needs of urban growth. It also integrates 
seamlessly with urban infrastructure and can be tailored to user preferences, ensuring a personalized 
experience. Importantly, it aids in ensuring compliance with local policies and regulatory standards, 
which is critical for the legal and social acceptance of autonomous vehicles. The role of decision-
making and DSSs in smart urban mobility has been investigated by many scholars, such as works done 
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by Caballero et al., [16], Gokasar et al., [17], Bonab et al., [18], Schwarting et al, [19], and Li et al., 
[20]. 

 
1.4. MCDM applications 

Many studies, such as the aforementioned examples [17,18] and the studies conducted by Abdel-
Basset et al., [21] and Gamal et al., [22], employed MCDM methods to architect their proposed DSS 
to assess the related options, ranking and selection, and aiding the decision-makers. MCDM problems 
are structured as matrix-based decision problems involving various criteria and options, aimed at 
attaining one or more objectives [23]. To solve MCDM problems, a process is needed that entails 
identifying the most suitable option from multiple alternatives, taking into account the viewpoints of 
decision-makers and all relevant criteria [24]. To address these challenges, a range of MCDM 
algorithms have been developed, each characterized by distinct underlying philosophies and guiding 
principles [25]. When a decision-making problem involves criteria, options, and goals, MCDM 
methods outshine other approaches due to several key advantages: 1. MCDM offers a clear, 
structured approach for assessing multiple criteria, essential for complex decisions with multiple 
stakeholders or conflicting goals.2. MCDM methods are typically more transparent than other 
algorithms, such as the machine learning (ML) algorithms, providing a step-by-step understanding of 
decision-making processes, crucial in scenarios requiring justification and accountability. 3. MCDM 
allows the direct inclusion of expert knowledge and subjective judgment in decision-making, 
especially in criteria weighting, making it vital for scenarios where expertise significantly influences 
outcomes. 4. MCDM methods are adaptable, allowing easy modification of criteria or weights in 
response to new information or changing priorities. 5. An MCDM method can operate effectively 
with limited or qualitative data, making it ideal in data-scarce situations. 6. MCDM is less prone to 
issues like overfitting and data bias, as it doesn’t rely on historical data patterns, thus reducing the 
risk of perpetuating past inaccuracies. 7. MCDM is specifically designed for evaluating and ranking 
options based on a set of criteria, effectively balancing various trade-offs in complex decision 
scenarios. 8. MCDM handles uncertainty well, whether from decision-maker subjectivity, missing 
information, or numeric intervals, critical in dynamic decision-making environments. These 
advantages make MCDM methods ideal for architecting an DSS for solving a decision-making 
problem. 

 
1.5. The ML application  

Recent advancements in artificial intelligence (AI) have naturally led to cohesive integration with 
AVs, fulfilling various requirements [26]. There is extensive literature on the various applications of 
AI in AVs. This article’s proposed DSS employs ML as one of the tools for computing the weights of 
criteria for optimized route selection in Geneva city. Similarly, ML has been employed in many studies 
as part of their proposed solutions for different aspects of AVs' implementation or integration such 
as the studies done by Filippou et al., [27], Caesar et al., [28], Qayyum et al., [29], and Fu et al., [30]. 

 
1.6. Motivation 

The increasing deployment of autonomous delivery vehicles in urban environments introduces a 
significant challenge in route planning to ensure efficiency and safety. Current methods often lack in 
effectively balancing multiple decision-making criteria, such as travel time, energy efficiency, and 
safety considerations. This gap highlights the need for an advanced DSS that can comprehensively 
evaluate and rank potential routes using the MCDM approach. 
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In this paper, we aim to integrate two recently developed MCDM methods—the Alternatives 
Ranking with Elected Nominee (ARWEN) and the Win-Loss-Draw (WLD) methods—to create a robust 
DSS. ARWEN will be utilized as a ranking method to evaluate route options, while WLD will be 
employed as a subjective weighting approach for assessing the importance of various criteria. The 
proposed DSS is designed to identify the most efficient and safest routes for autonomous delivery 
vehicles operating in urban settings. By doing so, we intend to enhance route decision-making 
processes, contributing to improved operational reliability and safety of autonomous vehicular 
technology in complex urban landscapes.  

 
1.7. Contribution of this study 

Consistent with existing literature, where only a few studies have proposed DSS for addressing 
problems related to AVs, the decision-making processes within the ULTIMO project must be based 
on a systematic approach. Therefore, in this paper, we propose a new combined MCDM framework 
to aid in making operational decisions for the project. Another gap identified in the literature is the 
lack of a coded framework for DSS, making them not accessible for researchers and relevant 
industries. Hence, this paper also introduces software codes that are easy to implement and use. 

 
1.8. The paper’s structure 

The structure of the paper is as follows: Section two provides a theoretical background on the 
DSS; section three outlines the proposed theoretical framework of the DSS; section four applies the 
DSS to a case study; section five focuses on validating the DSS's performance; section six presents 
the Python codes used for constructing the DSS; and finally, section seven offers conclusions and 
directions for future research. 
 
2. Theoretical background  

In this section, ARWEN and WLD methods are introduced. 
2.1. ARWEN 

Proposed by Zakeri et al., [31], the ARWEN method is developed to identify the most suitable 
option based on the smallest rate of change, as opposed to selecting an elected nominee. The 
method has been further elaborated into four variants, each based on the type and extent of 
information that decision-makers have at their disposal. The ARWEN’s algorithm’s fundamental 
selection process is based on the larger value of 𝛤𝑖, as shown in Eq. (1): 

𝛤𝑖 = (2𝑛) − (∑ 𝑊𝑗 (max
𝑖

𝑟𝑖𝑗. (𝑟𝑖𝑗)
−1

)  

𝑛

𝑗=1

) , 𝑖 = {1, … , 𝑚}, 𝑗 = {1, … , 𝑛},                                      (1) 

where 𝑛 and 𝑚 stand for the number of criteria and alternatives, respectively. 
 

2.2. WLD method 
The WLD method is developed based on the assumption that decision-makers have complete 

information regarding the criteria [32]. This straightforward weighting approach assigns two distinct 
importance weights for criteria evaluation, mimicking human behavioral patterns in assessing these 
criteria. The process of the WLD method is outlined in the following steps.  

Step 1. The first step is to evaluate the criteria in terms of their importance by employing a scale, 
in which the upper and lower bounds are 1,10, and the center is 5. Decision-makers can choose any 
rational numbers between the mentioned numbers. 
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Step 2. The second step is to establish the pairwise comparison matrix, illustrated in Table 1, using 
Eq. (2-5). 
𝑋𝑗

𝑃

𝑄𝑍
= (𝑊𝑊𝑧𝑞 ∨ 𝐷𝐷𝑧𝑞 ∨ 𝐿𝐿𝑧𝑞), 𝑄 = {1, … , 𝑞}, 𝑍 = {1, … , 𝑍}, 𝑐𝑛𝑧

= 𝑐𝑛𝑞
∈ 𝑐𝑗, 𝑗 = {1, … , 𝑛};               (2) 

𝑊𝑊𝑗 = ∑ 𝑊𝑊𝑧𝑞

𝑞

𝑄=1

;                                                                                                                                              (3) 

𝐷𝐷𝑗 = 〈∑ 𝐷𝐷𝑧𝑞

𝑞

𝑄=1

〉 − 1;                                                                                                                                      (4) 

𝐿𝐿𝑗 = ∑ 𝐿𝐿𝑧𝑞

𝑞

𝑄=1

;                                                                                                                                                    (5) 

 

In above equations, 𝑋𝑗
𝑃 presents the matrix, in which 𝑊𝑊𝑗, 𝐷𝐷𝑗 , and 𝐿𝐿𝑗express win, lose, and 

draw, respectively; 𝑊𝑊𝑗 refer to the situation where one criterion is more important in achieving 

the objectives compared to the other one. While 𝐿𝐿𝑗  stands for the situation where a criterion is less 

important than the criterion, 𝐷𝐷𝑗  reveals the equal importance between two criteria. 

 
Table 1 
The pairwise comparison of criteria 

 𝑐11
  𝑐𝑛𝑞

 

𝑐11
 1 ⋯ (𝑊𝑊1,𝑛 ∨ 𝐷𝐷1,𝑛 ∨ 𝐿𝐿1,𝑛) 

 ⋮ ⋱ ⋮ 

𝑐𝑛𝑧
 (𝑊𝑊𝑛,1 ∨ 𝐷𝐷𝑛,1 ∨ 𝐿𝐿𝑛,1) ⋯ 1 

 
Step 3. Calculation of the final weights is the third step of the WLD algorithm. The process employs 

Eq. (6,7), where 𝑤𝑗
′ stands for the weights determined by the decision-maker and 𝕊𝑗  denotes the 

scores of criteria. 
𝕊𝑗 = 𝑊𝑊𝑗 + 𝐷𝐷𝑗 + 𝐿𝐿𝑗;                                                                                                                                     (6) 

𝑤𝑗 = 𝑤𝑗
′𝕊𝑗 〈∑ 𝑤𝑗

′𝕊𝑗

𝑗

〉−1 ;                                                                                                                                   (7) 

 
3. Theoretical Framework 

The proposed model is architected on three main variables, the weights computed by the WLD 
methods, the weights computed by the ML random forest employed to analyze the trends and ranks 
of the routes using ARWEN to generate. The workflow of the DSS is illustrated in Figure 1, in which 
the inputs, process, and the DSS outputs are displayed. 
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Fig. 1. The workflow of the proposed DSS 

Eq. (8,9) show the aggregation of the weights computed by ML and weights computed by WLD 
method, in which 𝜗, 𝜃 are the coefficients of the weights determined by decision-makers. 

 

𝑊𝑗 = 〈∑
𝜗𝑤𝑗

𝑀𝑙 + 𝜃𝑤𝑗
𝑊𝐿𝐷

2
𝑗

〉−1
𝜗𝑤𝑗

𝑀𝑙 + 𝜃𝑤𝑗
𝑊𝐿𝐷

2
, 0 < 𝜗, 𝜃 ≤ 1, 𝑗 = {1, … , 𝑛};                     (8) 

or simply 

𝑊𝑗 = 𝜗𝑤𝑗
𝑀𝑙 + 𝜃𝑤𝑗

𝑊𝐿𝐷 , 0 < 𝜗, 𝜃 ≤ 1, 𝑗 = {1, … , 𝑛};                                                                   (9) 

 
where  

 
𝜗 + 𝜃 = 1 
 

4. The DSS Codes 
4.1. Computing criteria weights 

Eq. (8) outlines how to aggregate weights from ML and WLD methods. The following pseudo 
codes (Algorithm 1) display the implementation of the aggregation of the weights using python. 

 
 

  

Start 

Computing weights 

using Random Forest 

Computing weights 

using WLD method 

ML 

MCDM 

Process 

Process 

Weights of criteria 
Computing Ranking 

using ARWEN 

MCDM 

Process 

Routes 

Ranking End 

Historical data analysis 

Decision-makers’ opinions 



Decision Making: Applications in Management and Engineering 

Volume 7, Issue 2 (2024) 572-590 

578 
 

 

Algorithm 1 
The aggregation of the weights using python - pseudo code 

1. Program to aggregate weights from ML and MCDM methods using coefficients 
2. Define aggregate_weights function with parameters: 
3. w_j_ML (array of ML weights) 
4. w_j_WLD (array of MCDM weights) 
5. theta (coefficient for ML weights) 
6. vartheta (coefficient for MCDM weights) 
7. Ensure that the sum of theta and vartheta equals 1: 
8. If theta + vartheta is not equal to 1 
9. Raise an error "The coefficients theta and vartheta must sum up to 1." 
10. Compute the aggregated weights using the formula: 
11. W_j = (vartheta * w_j_ML + theta * w_j_WLD) / (vartheta * w_j_ML / 2 + theta * w_j_WLD / 2) 
12. Return W_j 
13. End function 
14. Initialize example weights and coefficients: 
15. w_j_ML = array of [0.2, 0.3, 0.5] 
16. w_j_WLD = array of [0.4, 0.4, 0.2] 
17. theta = 0.6 
18. vartheta = 0.4 
19. Call aggregate_weights with the example weights and coefficients 

20. Print the result as 'Aggregated Weights: followed by the calculated weights' 

 
The “aggregate_weights” function combines the ML weights, WLD weights, and their 

corresponding coefficients, 𝜗 and 𝜃, to determine the combined weights for each criterion. 
Moving forward, we will proceed with the implementation of the ML component, which involves 

computing the weights through a Random Forest classifier using a ‘imaginary database A.’ Typically, 
historical data with route criteria measurements and corresponding success or quality labels would 
be used for this purpose. However, since we do not have access to the data, we will simulate this 
process using random numbers (see the pseudo code - Algorithm 2). 

 
Algorithm 2 
Pseudo code - Program to simulate data and use Random Forest to compute ML weights 

1. Import necessary libraries for RandomForestClassifier and data simulation 
2. Simulate a dataset (Imaginary Database A) 
3.       Create a dataset with 1000 samples, each sample having 5 features (criteria) 
4.       Define the target variable as binary, indicating success (1) or failure (0) 
5. Initialize the Random Forest classifier 
6.       Set the number of estimators (trees in the forest) to 100 
7.       Set a fixed random state for reproducibility 
8. Fit the Random Forest classifier on the entire dataset 
9.       Use the simulated feature set (X) and target (y) 
10. Extract feature importances from the trained model 
11.       These importances act as weights from ML 
12. Normalize the ML weights so that their sum equals 1 
13.       Divide each weight by the total sum of weights 
14. Print the computed ML weights 
15. End Program 

The Random Forest classifier is employed on the simulated dataset. In the above example, the 
criteria used to evaluate the routes are Traffic Conditions, Road Quality, Safety Rating, Environmental 
Impact, and Scenic Value. Table 2 shows the machine learning computed random weights for the 
criteria based on the feature importances. 
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Table 2 
the criteria and their random weights 

Criteria Weights 

Traffic Conditions 0.2481 

Road Quality 0.3912 

Safety Rating 0.0801 

Environmental Impact 0.1683 

Scenic Value 0.1123 

 

The weights shown in Table 2 reflect the relative importance of each criterion as learned from 
the simulated historical data. In an actual implementation, the real historical data ought to be used 
to determine these weights. Now ML computed weights are available, the process proceeds to 
integrate them with the MCDM computed weights using the aggregation formula and codes provided 
earlier. 

In the code provided above, we simulated an "imaginary database A" by creating a synthetic 
dataset using the “make_classification” function from scikit-learn†. This function generates a random 
𝑛-class classification problem, which in this context, we used to represent different routes with 
associated criteria and outcomes. This synthetic dataset stands for real historical data might have be 
in an actual "database A." 

In a real-world application, "database A" must be an actual database containing historical records 
of route selections and their success or failure outcomes. The features (criteria like Traffic Conditions, 
Road Quality, etc.) and labels (outcomes of the routes) in "database A" would be used to train the 
ML model, such as the Random Forest classifier used in the example. 

The make_classification function is a placeholder to demonstrate how you would use historical 
data to extract criteria weights with ML. In practice, the synthetic data must be replaced with the 
actual dataset, which might be similar to the following Pseudo codes (displayed in Algorithm 3): 

 
Algorithm 3 
Pseudo code - Program to load data and train a Random Forest classifier 

1. Define placeholders for loading your actual database (Database A) 
2. X_db_A would be the feature matrix from your Database A 
3. y_db_A would be the outcomes (labels) from your Database A 
4. Create a function to load your database 
5. Define load_your_database function that: 
6. Loads data from Database A 
7. Returns features and outcomes 
8. Call the function to load the database 
9. Store returned features in X_db_A 
10. Store returned outcomes in y_db_A 
11. Train the Random Forest classifier on your actual data 
12. Use the feature matrix (X_db_A) and outcomes (y_db_A) to fit the model 
13. End Program 

 
It is worth noting that the “load_your_database()” function is hypothetical and would need to be 

implemented according to how the actual data is stored and needs to be processed. 
 
 

 
† https://scikit-learn.org/stable/ 
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4.2. Ranking the routes Computing criteria weights 
As displayed in Figure 1 and explained in the theoretical framework section, ARWEN algorithm is 

employed to rank the routes. Below is the Pseudo code (shown in Algorithm 4) for implementing the 
ARWEN method according to Eq. (1). 
 
Algorithm 4 
Pseudo code - Program to select the optimal route using the ARWEN MCDM method 

1. Program to select the optimal route using the ARWEN MCDM method 
2. Import the necessary library for mathematical operations 
3. Define the function arwen_method with parameters: 
4. performance_matrix (each row represents a route, each column represents criterion performance) 
5. aggregated_weights (weights for each criterion) 
6. Procedure within arwen_method: 
7. Determine the number of criteria and routes from the performance matrix 
8. Initialize Gamma values for each route to zero 
9. For each route: 
10. Initialize sum of weighted performance to zero 
11. For each criterion: 
12. Determine the maximum performance for the criterion across all routes 
13. Calculate the relative performance ratio for the current route and criterion 
14. Accumulate the weighted performance using the ratio and aggregated weight for the criterion 
15. Calculate the Gamma value for the current route as twice the number of criteria minus the sum of weighted 

performances 
16. Determine the route with the highest Gamma value as the optimal route 
17. Return the index of the optimal route and the Gamma values for all routes 
18. End of function definition 
19. Example usage: 
20. Define a performance matrix for routes and criteria 
21. Define aggregated weights for each criterion 
22. Call arwen_method with the performance matrix and aggregated weights 
23. Output the optimal route index and the Gamma values for all routes 

End Program 

 
This code defines the “arwen_method” function, which can be utilized with the data embedded 

in the decision matrix to select the optimal route. The above codes also include an example of how 
to call this function using a hypothetical “performance_matrix” and “aggregated_weights”. 
 

5. Numerical Example 
Let’s consider a numerical example, in which the objective is to select the most efficient and safe 

route for an autonomous delivery vehicle in a busy urban environment. The autonomous delivery 
vehicle must navigate a densely populated city with varying traffic conditions, road types, and safety 
concerns to deliver packages. The decision involves balancing efficiency, safety, and resource 
optimization. The vehicle has five potential routes to choose from, and these routes along with their 
associated attributes are presented in Table 3. To assess these routes, we have defined seven criteria: 
Distance, Estimated Time, Traffic Conditions, Road Quality, Safety Rating, Environmental Impact, and 
Scenic Value. You can find a detailed description of these criteria in Table 4 as well. The evaluation of 
routes' performance for the criteria of Traffic Conditions, Road Quality, Safety Rating, Environmental 
Impact, and Scenic Value is conducted using a Likert scale. In this scale, a rating of 1 indicates lower 
performance related to the specific criterion, while a rating of 5 signifies the highest performance 
achieved by the route in consideration of that particular criterion. 
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Table 3 
The options the vehicle have with their associated attributes 

Routes Attributes 

Route A The shortest in distance but passes through high-traffic areas. 

Route B A longer route but with less traffic and better road conditions. 

Route C 
An intermediate route in terms of distance and traffic but passes through an area with a lower 
safety rating. 

Route D A route with moderate distance, known for its scenic views but prone to occasional road closures. 

Route E The longest route, but it bypasses major traffic hotspots and has the best road quality. 

 
Table 4 
The criteria and their associated descriptions 

Criteria Description 

Distance (km) The total distance of the route 

Estimated Time (min) The estimated time to complete the delivery 

Traffic Conditions Traffic congestion level 

Road Quality The condition of the roads 

Safety Rating Safety of the area 

Environmental Impact The level of emissions associated with the route 

Scenic Value The aesthetic value of the route, important for brand image 

 
5.1. DSS Application and results 

The input used to run the proposed DSS is the decision matrix, mainly the performance of the 
routes against the seven criteria. Using DSS also provides the weights. Accordingly, the decision 
matrix, including the weights computed by ML form the historical analysis, weights computed by 
WLD using the decision-makers opinions, and the performance of the routes against the seven 
criteria is demonstrated in Table 5. To compute the relative aggregated weights, we considered 𝜗 =
0.6 and 𝜃 = 0.4. The beneficial criteria (+) represents the criteria that higher value is expected and 
non-beneficial (-) criteria show the criteria that lower values are more favourable.  
 
Table 5 
The route selection decision matrix 
Beneficial/ non-
beneficial 

- - - + + + + 

𝑤𝑗
𝑊𝐿𝐷 0.15 0.2 0.15 0.1 0.15 0.15 0.1 

𝑤𝑗
𝑀𝑙  0.23 0.175 0.13 0.075 0.22 0.12 0.05 

𝑊𝑗  0.198 0.185 0.138 0.085 0.192 0.132 0.07 

 Distance 
(km) 

Estimated 
Time (min) 

Traffic 
Conditions 

Road 
Quality 

Safety 
Rating 

Environmental 
Impact 

Scenic 
Value 

Route A 10 30 4 3 3 2 1 
Route B 15 35 2 4 5 3 2 
Route C 12 32 3 3 2 2 1 
Route D 13 33 2 3 4 3 5 
Route E 18 40 1 5 4 4 3 

 
The ranked routes generated by the proposed DSS are exhibited in Table 6, with Route C emerging 

as the top choice. This selection is based on its balanced performance across efficiency, safety, 
environmental friendliness, and public image. It ensures the optimal route is chosen for the delivery 
task within this urban context. 
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Table 6 
The routes ranking 

Route 𝛤𝑖  Rank 

Route A 13.3363 2 
Route B 13.25343 3 
Route C 13.40776 1 
Route D 13.23691 4 
Route E 13.20065 5 

 
5.2. DSS performance 

To evaluate the performance of the DSS in terms of reliability of its results, we have conducted 
the following analysis. 

 
5.2.1. Comparison 

As ARWEN and WLD methods play pivotal roles in our DSS, the initial analysis involves comparing 
the outputs produced by our DSS to the results obtained from other MCDM methods, including 
TOPSIS and SAW. While there is no definitive superior MCDM method, comparing the results of 
various MCDM methods is a commonly employed approach for validating the outcomes of an MCDM 
method. This is done by seeking general consensus in the rankings. The rankings obtained by TOPSIS 
and SAW are illustrated in Table 7. 
 

Table 7 
The results generated by TOPSIS, SAW, and ARWEN 

Route DSS SAW TOPSIS 

Route A 2 1 1 

Route B 3 4 2 

Route C 1 3 3 

Route D 4 2 4 

Route E 5 5 5 

 
The comparative analysis of the results is presented in Figures 2 to 4. As depicted in Figure 2, 

there is almost no complete consensus among the rankings produced by the various algorithms. 
Therefore, as illustrated in Figures 3 and 4, the correlation between these rankings is calculated. The 
correlation between the rankings generated by the proposed DSS and the SAW method is 0.5, 
whereas the correlation with the TOPSIS method is 0.7. This indicates that our DSS produces results 
more similar to those of TOPSIS than SAW in selecting the best route. 

 

 

Fig. 2. The comparative analysis of the results generated by TOPSIS, DSS, and SAW  
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Fig. 3. The correlation between the rankings obtained by SAW and the proposed DSS 

 

  

Fig. 4. The correlation between the rankings obtained by TOPSIS and the proposed DSS 

 
5.2.1. Sensitivity analysis 

As a second step in analyzing the results of the proposed DSS for selecting the best route, 
sensitivity analysis was conducted. New weights, as shown in Table 8, were applied to assess the 
potential changes in the rankings generated by the DSS, where SA stands for sensitivity analysis 
process, (see Table 7 and Table 8). 

 
Table 8 
The different sets of weights used for each analysis process 

 
Distance 

Estimated 
Time  

Traffic 
Conditions 

Road 
Quality 

Safety 
Rating 

Environmen
tal Impact 

Scenic Value 

SA 1 0.1429 0.1429 0.1429 0.1429 0.1429 0.1429 0.1429 

SA 2 0.5000 0.0833 0.0833 0.0833 0.0833 0.0833 0.0833 

SA 3 0.0833 0.0833 0.0833 0.0833 0.0833 0.0833 0.5000 

SA 4 0.4000 0.0400 0.0400 0.0400 0.0400 0.0400 0.4000 

SA 5 0.1000 0.1000 0.2000 0.2000 0.2000 0.1000 0.1000 

 
The changes in rankings are presented in Table 9, and the comparative analysis is displayed in 

Figure 5. The comparative analysis clearly shows these changes in rankings. However, due to Route 
C's superior performance in almost every criterion and an overall balanced performance against all 
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criteria, it has consistently been selected as the best route. The fact that Route C consistently 
emerges as the best route despite changes in rankings and applying different scenarios indicates 
stability in the DSS's performance under varying conditions. The fluctuation in rankings during the 
analysis demonstrates the reliability of our proposed DSS in selecting the best route for the specific 
case presented in this paper.  
 

Table 9 
The changes in rankings generated by the DSS using different sets of weights 

Route SA 1 SA 2 SA 3 SA 4 SA 5 

Route A 2 4 2 3 2 

Route B 3 2 3 2 4 

Route C 1 1 1 1 1 

Route D 4 5 5 5 3 

Route E 5 3 4 4 5 

 

 

Fig. 5. The sensitivity analysis results 

 
6. Impact 

In this paper, we propose a novel DSS to assist decision-makers in selecting the best route for 
AVs. Constructed on MCDM algorithms, this system considers multiple criteria to provide informed 
decisions regarding the integration of AVs in the city of Geneva, Switzerland. The use of DSS has been 
proposed, studied, and applied in many studies in domains related to the integration or 
implementation of AVs, as demonstrated in the following works conducted by Tu et al., [33], Deveci 
et al., [34], Puchongkawarin and Ransikarbum [35], Amudha [36], and Jaoua et al., [37], and Li et al., 
[20]. MCDM methods are powerful tools that can be incorporated into DSSs or form the basis of a 
DSS. Their flexibility and comprehensiveness are particularly beneficial when addressing problems 
with components that cannot be manipulated or when decision-makers lack the capability to do so. 
Numerous decision-making problems related to the AVs, specifically in the final stages of the 
decision-making process where decision-makers must choose an option or a list of options, MCDM 
methods can create various advantages and bring many values, such as the objectivity of the decision, 
reliability of the outputs, reduction of error costs, effective risk management, and more. Various 
studies have employed MCDM methods in solving AVs related problems in their proposed DSS such 
as the Preference Ranking Organization Method for Enrichment Evaluations (PROMETHEE), 
ELimination and ChoiceExpressingREality (ELECTRE IV), and COmbinative Distance-based ASsessment 
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(CODAS) that are employed in Akram et al., [38], while Altay et al., [39] used Best-Worst Method 
(BWM). Gamal et al., [22] used the method based on the removal effects of criteria (MEREC) and the 
combined compromise solution (CoCoSo). The Analytic Hierarchy Process (AHP), Multi-Attributive 
Border Approximation Area Comparison (MABAC) and (PROMETHEE II) used in Abdel-Basset et al., 
[21] work as main basis of the proposed DSS, while Erdoğan et al., [40] employed DEcision MAking 
Trial and Evaluation Laboratory (DEMATEL), Analytical Network Process (ANP), and VlseKriterijuska 
Optimizacija I Komoromisno Resenje (VIKOR) in their proposed DSS. 

In general, the application of DSS or decision-making algorithms in general could significantly aid 
decision-makers in many ways, such as: 

i. They can analyze traffic patterns and environmental data to suggest the most efficient 
routes for AVs, reducing travel time and congestion [41]. 

ii. By processing real-time data, DSS can identify potential safety hazards, helping in the 
development of safer AV navigation strategies [42]. 

iii. DSS predicts the demand for AV services in different areas, allowing for better allocation 
of vehicles and resources [43]. 

iv. DSS facilitates coordination between stakeholders and main decision-makers involved in 
urban transport systems. 

v. By analyzing various scenarios and outcomes, DSS helps decision-makers to manage the 
related risks, i.e., identifying and decreasing risks associated with AV integration [44]. 

vi. DSS can be employed for the development of strategies that align with environmental 
sustainability goals [45,46]. 

vii. An optimized DSS assists in planning adjustments to existing urban infrastructure to 
accommodate AVs [47,48], such as changes in traffic systems management [49,50]. 

viii. It enables an assessment of the economic impact of AV integration, including cost-benefit 
analyses [51,52]. 

ix. By aggregating and analyzing large datasets, DSS supports informed decision-making 
based on empirical evidence (see the work done by Wen et al., [53]). 

Using AI and considering the traffic conditions, road quality, safety rating, environmental impact, 
and scenic value as the main criteria, our DSS in particular is designed to benefits the integration of 
the AVs in the Geneva’s transportation system by the following aspects:  

i. 1. Traffic Pattern Analysis. 
ii. 2. Real-time Data collection and utilization. 

iii. 3. Safety Considerations, by identifying routes with lower risk of accidents based on 
historical data and current conditions. 

i. 4. Energy Efficiency, by selecting the most direct or least congested routes. 
ii. 5. Infrastructure Compatibility such as consideration of the road quality. 

iii. 6. Customization for Specific Needs by the flexibility of the changes of the criteria 
weights or adding/removing criteria form the problem’s framework.  

 
7. Conclusion and future work 

In this article, we propose an ML-MCDM-based DSS to address the route selection problem in 
autonomous urban delivery. Our DSS is built upon two MCDM algorithms and a machine learning 
algorithm, namely Random Forest. To evaluate and select the best route, we utilized machine 
learning for historical analysis to determine the importance of criteria defined for route evaluation. 
Additionally, an MCDM method, WLD, was used for computing weights based on decision-makers’ 
opinions. The ARWEN method is employed to rank the routes based on the aggregated relative 
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weights computed by the ML-WLD model. The proposed DSS was applied to select the best route in 
a numerical example, and the results were compared with those from other MCDM algorithms. 
Sensitivity analysis was also conducted to evaluate the DSS’s consistency and reliability, with the DSS 
proving its effectiveness in both aspects for the case study presented in the article. In the article, we 
also provided the python codes for the development of the proposed DSS. 

MCDM methods are powerful tools that assist decision-makers in optimizing their decisions [54-
58]. When combined with ML algorithms, they form even more powerful tools and create objective 
processes that yield reliable outputs. Utilizing the mentioned model aids in making more optimized 
decisions for real-time data analysis in dynamic urban environments. It effectively optimizes routes 
and strategies for operational efficiency. The proposed model balances objectives such as reducing 
travel time, enhancing safety, and minimizing emissions, thereby supporting smart city initiatives. It 
employs ranking algorithms that consider performance against each criterion. The integration of ML 
and historical analysis in the proposed DSS model not only ensures safety by identifying the safest 
routes but also continuously enhances decision-making through adaptability and learning. In general, 
to summarize the key findings and contributions: 

i. This paper proposes a DSS that could be applied to solve decision-making problems. 
ii. The DSS has been employed in the case of the ULTIMO project for optimized route 

selection, addressing not only the project's needs but also the gaps in the literature 
regarding existing DSS in route planning research. 

iii. A code template for the development of the proposed DSS is provided, which aids 
researchers, experimenters, practitioners, and industries in applying the DSS to their 
specific problems. 

iv. Sensitivity analysis is conducted to ensure the performance of the DSS, proving that it is 
effective in solving the route selection problem. 

As mentioned, the sensitivity analysis conducted on the DSS to assess its consistency and 
reliability may not fully demonstrate its reliability. While Route C's consistent emergence as the top 
route despite ranking changes suggests stability under varying conditions, broader reliability typically 
requires more extensive testing and validation. This would confirm that the DSS performs effectively 
in diverse scenarios and with various datasets. Hence, the first recommendation for future research 
is to thoroughly assess the DSS's reliability, providing detailed evidence of its consistent performance 
and decision-making accuracy under different tests and conditions. Another interesting proposal is 
to integrate traffic management databases to enhance the ML algorithm's ability to derive criteria 
weights more reliably and to test the outcomes, following the analysis approach outlined in the first 
suggestion. Given that the model presented in the article is a conceptual framework for the DSS, our 
final recommendation is to apply the proposed DSS in real-world cases and gather feedback for 
further development and improvement. 
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Appendix 
Table A1 
The changes 

Nr Code metadata description   

C1 Current code version v1.0 

C2 
Permanent link to code/repository used for this 
code version 

https://github.com/Dunno4859/Software-Impacts  

C4 Legal code license MIT License 

C5 Code versioning system used  

C6 Software code languages, tools and services used Python, numpy, scikit-learn 

C7 
Compilation requirements, operating 
environments and dependencies 

Python environment with numpy and scikit-learn 
libraries installed 

C9 Support email for questions Shervin.Zakeri@unige.ch 
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